Abstract

With high-powered computer's invention, high-frequency trading has become a common
trading method nowadays. It can execute orders based on market conditions in a short time.
Our project can be separated into unpacking trading data and building a suitable prediction
model.

Firstly, we obtain the raw trading information from Taiwan Futures Exchange. With the
encoding method provided, we can obtain the status of the order book and information on
each transaction, including the price and quantity. Secondly, we build a model that can
predict the price of a specific product so that it can make a profit. The models we have looked
into are ARIMA, LSTM and hybrid ARIMA-LSTM models.

The use of time series forecasting is to predict future values based on previously observed
values. Many researchers discover that a hybrid ARIMA and LSTM model has better
performance than pure ARIMA or LSTM models. Therefore, we decide to take a look at their
differences and results.

After comparing, we find there is still room of improvement for the hybrid ARIMA-LSTM
model. However, the ARIMA model has already reached the best performance it can be. For
this reason, we decide to aim at LSTM optimization in the final part. In the end, the
performance of LSTM also improved a lot compared to the former models.

1. Introduction

1-1. Background

The rapid-fire computer-based high-frequency trading developed gradually since 1983 after
NASDAQ introduced a purely electronic form of trading.[1] High-frequency trading is a
trading method that requires fast execution speed and an automated trading strategy. It is
profitable because it grasps the opportunity when there is a sure profit. The other advantage
of high-frequency trading is that it can simultaneously process large volumes of information.
It may consider whether there are patterns or recurring events. It also can search certain news
databases for the company name or monitor other correlation stocks. To sum up, with
high-powered computers and the evolution of artificial intelligence, high-frequency trading
becomes a popular trading strategy.

1-2. Purpose

1. Compare time-series forecasting between ARIMA, LSTM and hybrid model
2. Regression and Classification in the LSTM model

2. Research Methodology

2-1. Market data processing

First, we obtain the raw trading information from Taiwan Futures Exchange. Then, we follow
the format in the transaction manual from Taiwan Futures Exchange to unpack the trading
packet.[2] The main packets we unpack include data with message IDs 1024, 1081 and 1083.
The 1024 messages provide prices and quantities of each matched transaction. The 1081 and



1083 messages indicate the market data prices and quantities in five levels. Among these two,
the 1083 message is the data during the pre-market session, which is from 8:30 AM to 8:45
AM. Therefore, we choose to use the I081 message as our main data resource.

We aim to analyze the product with better market liquidity and larger trading volume. Taiwan
Index Future(TXF) meets these features. Its trading volume takes the largest proportion in the
Taiwan Futures Market, and TXF has a lower transaction cost compared to other commodity
futures. In conclusion, we filter out the unpacked market data with product TXF and message
ID 1081.

2-2. Selection and Analysis between models

The stock market can be viewed as a combination of linear and nonlinear time series. To fit
this characteristic, we aim to use a time series forecasting model to predict future values
based on previously observed values. As for the linear and non-linear patterns, we create
multiple models including ARIMA, LSTM and ARIMA-LSTM hybrid to deal with the
hybrid pattern.

The reason why we select ARIMA and LSTM models is that ARIMA is a linear model in
time series forecasting and LSTM is the nonlinear one. In the following part, we will
compare the results and combine them to obtain better prediction accuracy.

2-3. ARIMA Model Introduction

The Autoregressive Integrated Moving Average(ARIMA) model characterizes time series by
going from three fundamental aspects:[3]

- Autoregressive terms (AR) that model past process information.

- Integrated terms (I) that model the differences needed to make the process stationary.

- The moving average (MA) that controls the past information of noise around the process.

First, we want to break down the time series so that we can have a better understanding of the
data’s characteristics. We choose to use the Error-Trend-Seasonality(ETS) model to
decompose the time series into error, trend and seasonality components.

Second, the data should be different until it is stationary. The reason is that ARIMA has a
parameter d which means the degree of differencing. To check whether the time series is
stationary, we use the augmented Dickey-Fuller (ADF) test. The ARIMA parameter can be
calculated by the auto_arima() function. It will automatically run through every (p,q,d) pair
and find the smallest AIC(Akaike's Information Criterion) which is useful to determine the
order of an ARIMA model.

2-4. Hybrid ARIMA-LSTM Model Introduction

With little knowledge of machine learning, we decided to start with US daily stock market
data. We choose GOOG as it has been in the market for a long period, and it is also one of the
famous companies. This dataset includes open, high, low and close prices and volume of each
day, and we use it to predict the opening price the next day.

There are several steps we conduct time-series forecasting by the hybrid ARIMA-LSTM
model. First, we split the data into 90% for training and 10% for testing. Next, we construct
ten kinds of moving averages which are stated in Talib's Moving Average(MA) indicator
module. For each MA, we further set its period from 1 to 100, so that we can obtain 1000



kinds of datasets.(Fig. 2-1) The reason why we construct these datasets with different MAs
and periods is to find out the one closest to normal distribution. This can be tested by the
kurtosis values of each dataset. The kurtosis value of a normal distribution is 3 which is
stated in the definition of the statistics. We select the MA dataset which is closest to a normal
distribution by checking whose kurtosis value is closest to 3.

Close
High
Low ’GOOG stock data ]
Open |90 10%
SMA —
EMA
WMA
DEMA
KAMA
MIDPOINT ’Create data sets from 10 moving averages l
MIDPRICE
T3 l
TEMA
TRIMA ] [Calculate kurtosis values for MA period 4 to 99 }

Fig. 2-1 Construction of dataset

Then, we view this MA dataset as a low-volatility dataset because MA is a linear dataset, and
MA is also accounted for the volatility of a market. As for the high-volatility dataset, it is
obtained by getting the real open price dataset rid of the low-volatility dataset. Then we use
the low-volatility dataset as input data for the ARIMA model we mentioned in the previous
section. As for the LSTM model, its input is the high-volatility dataset, and its parameter is
the same as the LSTM model in the further section.(Fig. 2-2)
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Fig. 2-2 Hybrid ARIMA-LSTM prediction flow chart

2-5. Results of ARIMA and Hybrid Model

After combining the two models’ results, we can obtain a final result including linear and
nonlinear prediction. Next, we decide to compare them in two ways: error rate and accuracy.



In the error aspect, we use MSE(Mean Squared Error) and RMSE(Root Mean Square Error).
It is used to calculate the amount of error which means the distance from our prediction to the
correct value.

As for the accuracy part, we can measure it by the price trend. For example, if today’s open
price is higher than yesterday, and the prediction of today’s open price is also higher than the
prediction of yesterday’s open price, then it stands for our prediction trend is the same as the
actual trend. The other possibility is the prediction of today’s open price is also higher than
yesterday’s actual open price, not the prediction one, then it also means our prediction trend
is correct. In the end, we obtain the below results(Table 2-1). Since the ARIMA model is
determined by the smallest AIC between all the possible parameters, the model reaches its
best condition and is viewed as fixed. To make the hybrid model perform better, we aim to
improve our LSTM model part without changing the ARIMA parameter.

Table 2-1
Results of ARIMA and Hybrid ARIMA-LSTM models

Prediction vs Actual: | Prediction vs Prediction: | MSE RMSE
ARIMA 54.34% 62.81% 336 18
Hybrid 55.68% ‘ 62.14% 2209 47

2-6. LSTM Model Introduction

2-6-1. LSTM model - Regression

The features we use here are open, high, low, and close prices and volume of each day, and
predict the opening price the next day.

We chose to predict the stock price the next day's open price (regression model). However,
there is always a delay in the predicted price, which leads to no use of the result.

We looked into the actual and predicted data, there are lots of crossing or opposite trends.
(Fig. 2-4, indicated in the green box)
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Fig. 2-3 The actual and predicted data from LSTM Regression model

We figure the Mean Square Error is not penalizing the prediction with the opposite trend of
the predicted result. The modification of the loss function was made to double the loss if the
opposite trend prediction is over half in a batch. However, the result was worse than the
standard MSE (Fig. 2-5). We presume this method would make it less likely to find the
optima point.
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Fig. 2-4 Different loss functions’ results

With the best model we have, we used it for training on TXF. Setting the threshold for
triggering the buy/sell is harder than we thought. The range is very small and it differs every
day.

2-6-2. LSTM model - Classification

With the threshold and the prediction delay, we switched to the classification model.
Predicting if the price trend is going up, down or_flat between current sell, buy price and the
next 30 order book sell, buy price.

With the purpose of predicting the market, we have to make sure the data we used for training
and predicting have some similarities but not from the aspect afterwards. For TXF, each
contract expires on the third Wednesday of the month. TXFF?2 is the June 2022 contract,
which ends on June 15. We used the data from 6/13~6/15 for training, and 7/18~7/20 for
testing

The features we use here are: time gap from last order book update, 1st ~ 3rd buy/sell price,
quantity, MACD, EMA.

With the best model we can perform okay in testing (using the same day, but different time of
the day). (Fig. 2-6)

However, to predict the data of other days, we get more predictions on actual flat or down,
but predicted trending up, which would not be what we want. (Fig. 2-7)
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Fig. 2-5 Model performance with different testing items

3. Conclusion

The trading information takes time to unpack and need to follow specific decoding rule. After
obtaining the data, we start with GOOG stock data which is easier to check the long-term
prediction. Then, we try to compare three models - ARIMA, LSTM and hybrid
ARIMA-LSTM model. Next, we decide to improve the LSTM model and test with TXF data.
The result obviously improves a lot and will be put together into hybrid model in the future.
After this individual project, we found that machine learning is not just a magic box as we
thought. There are a lot of parameters to adjust and the choice of features also plays a big
part. We also look into several technical indicators and other financial knowledge. This also
plays an important role.
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