Implementation of Dual-Split-Control 6T
SRAM-Based Computing-in-Memory for DNN
Edge Processors
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Abstract

Static Random Access Memory (SRAM) is a volatile memory (NVM) used as embedded
memory in an integrated circuit. Over other types of memory its speed is fast such that it is
compatible with processors. For computing-in-memory structure (CIM), the memory is no
longer just for storing data, but can also perform simple calculations in the memory. After the
computing execution, the data is transferred to the central processing unit. Not only just moving
the data to the central processing unit to do calculations. By this way, it can reduce the
performance and power loss caused by data movement. However, some difficulties that
computing-in-memory (CIM) SRAM faces practical challenges in terms of area overhead,
performance, energy efficiency, and yield against variations in data patterns and transistor
performance. CIM is a kind of Al accelerator architecture. The actual calculation process is
directly performed calculations in the memory through the data in the memory.

The actual analysis results will transmit to the processor, thereby breaking Von Neumann
Architecture which completely analyzes all the data through the processor. Even if the
computing speed of the processor is much faster than the memory read and write, the data
processing speed will still be limited by the memory transmission bandwidth and transmit
distance. Because the data is on DRAM or hard disk, it will need a long transmission distance,
which will affect the calculation speed and power consumption. In contrast, the ability of in-
memory operations to perform image or voice recognition on terminal devices with low power
consumption and high efficiency.

This proposed DSC SRAM-CIM unit-macro supports two neural network models: an
XNOR neural network (XNORNN) and a modified binary neural network (MBNN). In this
project we mainly focus on the modified binary neural network (MBNN) model. To achieve
low offset voltage, fast access time, lower power consumption, compact area, robust
operations, and high energy-efficiency, our proposed SRAM-CIM uses a split-word-line
compact-rule 6T SRAM, including a dynamic input-aware reference generation (DIARG)
scheme, an algorithm-dependent asymmetric control (ADAC) scheme, a common-mode-
insensitive small offset voltage-mode sensing amplifier (CMI-VSA), and a dual-split-
controlled SRAM (DSC) scheme. The measured minimum offset of the voltage mode sensing
amplifier (VSA) in our work reached 36mV in typical NMOS and typical PMOS (TT corner)
CIM mode at 25°C.

In order to further reduce the footprint area, we also considered using some structure to
implement the DSC6T SRAM layout. Using DSC6T SRAM CIM ARRAY layout the footprint
area is 12% lower than that of a standard SRAM.
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Preface

For deep-neural-network (DNN) processors, which are commonly used in artificial
intelligence processors, product-sum operations mainly dominate the overall
computation workload, while movement and storage of large volumes of data is also
required. Thus, DNN processors are more likely to be implemented to artificial-
intelligence(Al) devices that require low-power consumption, low-cost and fast
inference. Owing to the above-mentioned restrictions, usually binary DNN are used
since they can reduce computation as well as hardware costs, making it possible to be
used for artificial intelligence computing.

However, the memory bottleneck problem that conventional digital all solutions
cannot solve still exists. Computing-in-memory (CIM) methods address these problems
by enabling parallel computing, reducing the number of memory accesses, and
suppressing intermediate data, since CIM structure allows for the data processing to be
within the memory.

When we first encountered Computing-in-Memory (Processing-in-Memory)
Circuits for Deep Learning, Al chips and other memory Integrated Circuits (SRAM,
STT-MRAM, ReRAM, PCM, eFlash, 3D-NAND), we hoped that they could spark
novel ideas and implementation methods. These thoughts inspired us to combine them
while also using some structure for implementation to address the challenges that
conventional SRAM models face, mainly concerning area overhead and energy
efficiency. The methods and implementations that we adopted will be thoroughly
mentioned and explained in the following sections.

Introduction

Principle analysis

In this project we solely implement the modified binary neural network (MBNN)
mode, and the binarized function for it is as follows:

1 if x>0,

b — gj =
x ign(x) {0 otherwise

As for the binarized function for binary weights in MBNN, the function is:

b , +1 ifw=0,
=9 =
w ign(w) {—1 otherwise

where x? is the binarized activation, and w? is the binarized weight.

Fig. 1 shows the architecture and basic waveform of the MBNN SRAM-CIM
structure. The inputs for the MBNN-based CIM operations are either “1” or “0” as
mentioned above. This structure uses the algorithm-dependent asymmetric control
(ADAC) scheme by changing the value of AF (1 or 0) to activate either the left sending
mode or the right sensing mode. When AF =1, if an input (IN[i]) is 1, then its WLL
(WLL[i]) is “1” and its WLR (WLR[i]) is “0”. When the input is “0”, then both WLL
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and WLR equal to “0”. When the input-weight-product result (IWP) of an MBNN
operation is “+1”, the DSC6T cell generates a charge current on the BLL, and when the
IWP is “-1” then it generates a discharge current. If IWP = 0, then the DSC6T cell does
not generate any cell current to BLL. Since AF = 1, then we activate the left sensing
mode, WLR =0, thus BLR is disconnected from BLL to remain as a floating state. BLL
then represents the total number of IWP results associated with each MBNN operation
on activated DSC6T cells. Finally, the MBNN count can be then digitized by sensing
VBLL.

Since the ADAC scheme specifies whether to use only WLL-BLL or WLR-BLR
for sensing, ADAC + DSC6T consumes less Iz and power is reduced compared to
conventional 6T cells due to less parasitic load on WLL/WLR (1 transistor per cell),
less IsL on the selected BL, and no IsL from the opposite BL which is not selected.

We use the algorithm dependent asymmetric control (ADAC) scheme to reduce
power consumption by only activating one WL for each operation. The ADAC scheme
combined with the split-WL feature of DSC6T cells reduces BL current and power
consumption. This can be explained by a reduction in parasitic load on activated WLs
(one transistor per cell), a reduction in BL current on the selected BL, and a lack of BL
current from unselected BLs.
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Fig. 1. Structure and waveform of the MBNN SRAM-CIM[1]

B. System design

The section above described the overall structure and operation of the whole circuit.
In this section, we will focus on each scheme and segment of the MBNN SRAM-CIM,
giving a more detailed description of its operations.

1) DSC6T SRAM
Fig. 2 presents a schematic of a dual-split-control (DSC) 6T SRAM cell. The

footprint area of this DSC6T cell is the same as that of the compact 6T SRAM cell but
with split wordlines (SWL: WLL and WLR), and split VDD lines (CVDD1 and
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CVDD?2). This DSC6T cell achieves compact cell area and low VDDnmin through the use
of split wordlines, VSS, VDD . By lower one side VDD, DSC SRAM has lower power
consumption compared to standard SRAM.

*o = n np
> -
sl

-

-

-

Fig. 2. DSC6T SRAM Schematic and Waveform

Fig. 2 also presents the waveform of the DSC6T cell during read/write operations.
For normal write and read operation, which is the same as those of conventional 6T
SRAM cells, WLL and WLR are short concurrently. Lower power consumption was
achieved by using the split-VDD depending on the value of CVDD1 and CVDD?2.

2) CMI-VSA
L 4
g
| 2
) (B v - =
| X1 13 « 4
T v
. * '
v
»- - q

CVDD! CVDD2 CVDDI CVDD2

1
)
il
SW SW4 SW6 SW5 SW6
SW
W4
W4 a AL
CR INR g SW3 ar_len INR N 1( : | INR
s SW3
Q 4] sw2 Q SW2 '_lJ 1
- C c2
swidf sws ss SW7 = =
BL n REF | SW§ VSS SW7 BL

Fig. 3. CMI-VSA Schematic and Three Phases

A sense amplifier is a read circuitry that is used when data is read from the memory,
and senses the low power signals from a bitline that represents a data bit (either 1 or 0)
stored in a memory cell, and amplifies the small voltage swing to recognizable logic
levels so that data can be interpreted properly by logic.

The common-mode-insensitive small-offset voltage-mode sense amplifier (CMI-
VSA) as shown in Fig. 3 provides tolerance for a small BL signal margin against wide



VBL common-mode range. High power consumption on BL and BLB with multiple
activated WLs and insufficient signal margin against input-offset of the sense amplifier
for robust read operations. The CMI-VSA overcomes these issues.

The common-mode-insensitive small-offset voltage-mode sense amplifier employs
three phases (PH1 — PH3) for sensing operations. By using different states of switches
(SW1 — SW8), we have different performance. In standby mode, SW1 = SW2 = ON
and SW3 = SW4 = OFF, while the CMI-VSA latches the previous result at its internal
nodes. During sensing operations, WL signals are triggered to develop the VBL in the
SRAM array and VREF in the DIARG scheme. For a given BL developing time, CMI-
VSA is enabled to implement the three phases. In PH1 (voltage development), SW3 =
SW4 = ON and SW1 = SW2 = OFF to force the two inverters into an auto-zero state.
This biases the CL and CR nodes at their respective trigger points.

In PH2 (pre-amplification), setting SW1 to SW4 = OFF, puts Vci/Vcr/Val/Varin
a floating state. Setting SW5 = OFF and SW8 = ON switches VinL from Ve t0 Vrer
and then couples (VeL — Vrer) to Vci through C1, such that Ve = Vrre-L — (VBL —
Vrer). Setting SW6 = OFF and SW7 = ON switches Vinr from Vrer to VeL and then
couples (Vrer —VaL) to Vcr through C2, such that Vcr = V1re-r + (VBL —VRrer). This
increases the voltage difference (Vinv) between Vcr and Ver 10 2 X (VBL — VReF).

In PH3 (amplification), setting SW1 = SW2 = ON enables the two inverters to
amplify the inverter voltage difference in order to generate a full swing for V¢ and
VcR.

In the end, the waveform that we made is quite similar to the IEEE paper. We even
made a better sense amplifier compared to conventional sense amplifiers which can
achieve an offset of only 36mV and still function correctly when tested on the 1024
Monte Carlo test.

3) DIARG

The dynamic input-aware reference generation (DIARG) scheme that comprises
two reference columns of fixed-zero replica memory-cells (FORC), a WL-combiner
(WLCB), and a reference-WL-tuner (RWLT). The DIARG scheme for MBNN
generates an appropriate reference voltage Vrer based on the number of input = 1.
When m WLs are activated, m corresponding WLCBs are enabled. Then, m number of
Imc-c are generated on the BLL and m number of Iuc-p are generated on the BLR. By
this means, the reference voltage is generated based on the number of input = 1 values.

4) WL Driver
For the WL driver, initially we tried to use a 6 to 64 decoder, but later we decided
to let multiple input WL open at the same time, since in each operation multiple WLs

can be activated at once to compute the input-weight product. In order to let multiple
input WL open at the same time we use eight 3 to 8 decoders to achieve our goal.

5) WLSW



WL-selections switch (WLSW), which activates left-sensing mode if AF = 1 by
asserting only the WLLs of the selected rows, when all WLRs are disconnected.
Similarly, when AF = 0, it activates the right-sensing mode, and asserts the WLRs of
the selected rows, while all WLLs are disconnected. This way, we could achieve the
algorithm-dependent asymmetric control (ADAC) scheme from the WL side.

6) SRAM Array

The 4K SRAM array is required to store a huge amount of intermediate data. In
this simulation, we use a 64 by 64 SRAM array, namely a 4Kb SRAM, which also
contains a header for each BLL and BLR, and a BLSW and VSA for each column.
When using a conventional 6T SRAM array, both of the pass-gates (PGL and PGR)
were simultaneously activated by the same word-line, such that BLL and BLR both
consumed current for product-sum operations. In other words, we cause unnecessary
waste of power resources, thus lowering the energy efficiency. To overcome waste of
power, we use DSC6T SRAMs with only one pass-gate turned on, reducing the average
current and power consumption of the DSC6T SRAM-CIM by 46.5%, compared to a
conventional 6T SRAM array. Later, we design the SRAM layout and will be shown
later.

7) BLSW

Each of the BLLs is connected to its corresponding VSA when AF = 1 via a bit-
line selection switch (BLSW), whereas BLR = VDD is isolated from VSA. Then, VSA
detects VeLL and directs its output (SAOUT).

8) WLCB

The WL-combiner (WLCB) where n inputs are activated, n corresponding WL-
combiners are enabled. So we can view it as computing how many inputs are open.

DSC6T Structure Layout

We use the unidirectional method to draw the layout of the SRAM cell, which lets
the poly-gate go horizontal. In this way, a similar process variation is achieved, and the
layout is also presented as a rectangle. By presenting it this way, it makes it easy to
arrange the cells. The contacts on the four sides of the layout can be shared with other
cells on the top, bottom, left, and right side to reduce layout area.

We put dummy cells around the 16 by 16 SRAM cell array. The SRAM array, with
some dummy cells which are roughly the same as an SRAM cell. However, the dummy
cell’s Q is connected to VDD and QB is connected to VSS to avoid floating voltage. If
we let all originally BL and BLB in layer-1 moved to layer 2 and use the 3D via to
connect layer-1 and layer-2. The area of the SRAM without putting BL and BLB is
5440 um2 and the one putting all metal two (BL and BLB) is about only 4780um2 The
6T SRAM bit cell has 12% footprint area advantages over the 6T 2D SRAM bit cell.



D. Write Margin

Set the initial values of Q and QB as Q=1 and QB=0, and set BL from VDD to 0.
When the voltage values of Q and QB are equal, then BL voltage is the write margin.

When PN ratio size becomes bigger, then the standard 6T SRAM WM comparison
against DSC6T SRAM WM becomes bigger too. According to the measurement,
standard SRAMSs are 55% harder to write compared to the SRAMs using DSC.

E. Power Consumption

Define VDDA is the voltage between CVDD1-CVDD?2, and with a bigger P/N
and WI/L ratio, we achieve 63% and 56% of power consumption compared to standard
SRAM, respectively. Using DSC scheme that one side VDD is lower than other side
without affect SRAM function, it capable of lowering overall SRAM power
consumption. This can be seen in Fig.4.

Different P/N ratio original ) )
0.63x Different W/L ratio

7 0.47x
| ‘ 6 | ‘
C

*ES(without) ® power*E5(VDDA=50mV) m power*E5(VDDA=100mV)
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F. Hold Static Noise Margin

Disconnect the circuit that is originally connected to the two inverters, add the
voltage source and sweep the voltage from 0 to VDD. Set WL to 0 to measure the hold
static noise margin (SNM), and wait for the measured Q and QB to flip, then the voltage
source is hold SNM. The higher the value, the stronger the noise resistance is.

Using 1024 Monte Carlo, we find that in all corners at 25°C, the best case is slow
NMOS and fast PMOS (SF) corner, which has a minimum of 328mV and a maximum
of 394mV. Because PMOS uses the smallest size, a faster PMOS helps to increase its
strength, making the strength of PMOS and NMOS equivalent, which is better for the
overall circuit stability. However, the worst case is fast NMOS and slow PMOS (FS)
corner, which has a minimum of 293mV and a maximum of 368mV. Because stronger
NMOS and weaker PMOS make the overall circuit stability worse and also make the
anti-noise ability worse.



G. Read SNM

Disconnect the circuit that is originally connected to the two inverters, and add the
voltage source and sweep the voltage from 0 to VDD. Set WL to 1 to measure the read
static noise margin (RSNM), and wait for the measured Q and QB to flip, then the
voltage source is RSNM.

Using 1024 Monte Carlo, we find that in all corners at 25°C. The best case is SF
corner, which has a minimum of 125mV and a maximum of 217mV. The worst case is
FS corner, which has a minimum of 43mV and a maximum of 136mV. Because the
stronger NMOS and weaker PMOS make the overall circuit stability and the anti-noise
ability worse. The reason for the worst and best RSNM is the same as HSNM, and
RSNM has WL open, so BL and BLB may affect the internal stability of SRAM,
resulting in the SNM in reading being much lower than the SNM in holding.

H. Sense Amplifier Comparison

The sense amplifier that we implemented in this work is better than conventional
ones in terms of the offset voltage. As mentioned earlier, the CMI-VSA can work with
only an offset voltage of only 36mV and output successfully, while conventional ones
might need an offset voltage of 4x to 5x of the CMI-VSA. In Fig. 17, we test out both
sense amplifiers with an offset voltage of 36mV and run 1024 times Monte Carlo
simulation. For the conventional sense amplifier, many simulations do not sense
correctly, whereas the CMI-VSA does not produce any error.

Conventional SA w/ 36mV Offset CMI-VSA w/ 36mV Offset
[en ] i [swigz] ™ | ; : P
: / \ SW3g4:
ouT|: “ SW586
: Zk ‘ sw7&s|: ‘
[outs 7 AL I 1 P
[ \ AR :_‘ f ) e

Fig. 5. Results of conventional SA and CMI-VSA with offset voltage of 36mV
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